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Abstract. With the wide application of personalized recommender system in various fields, how 

to improve the accuracy and personalized level of recommender system has become a research 

hotspot. In this paper, a method of combining graph modeling and contrast learning is proposed 

to improve the performance of recommendation system by mining complex user project 

interaction and user preference. We first construct the user-project interaction graph, and extract 

the features of the graph structure by graph neural network (GNN) . In particular, graph 

convolution network (GCN) is used to update the node representation, and comparative learning 

is introduced to optimize the feature representation so as to improve the accuracy and 

personalization of recommendation. The experimental results show that the proposed method is 

superior to the traditional method in accuracy, recall and F 1 score. By analyzing the mechanism 

of combining graph modeling and contrast learning, this paper further expounds the theoretical 

basis and practical application of improving the performance of recommender system, and points 

out the limitations of existing methods and the future research direction. 

Keywords: Recommendation system, graph modeling, contrast learning, graph convolution 
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1.  Introduction 

In the era of information explosion, recommender system, as an important bridge between users and 
mass information, plays a vital role in improving user experience and increasing the exposure of content 
providers. However, with the diversification and personalization of users' needs, traditional 
recommendation algorithms, such as collaborative filtering and content-based recommendation, can not 
fully meet the needs of users. This is mainly due to the difficulty of these approaches in dealing with 
large-scale data sparsity issues, as well as the inability to effectively capture the complex interactions 
and deep preferences of users between projects. In recent years, graph modeling, as an effective method 

of data representation and feature extraction, has received extensive attention in recommender systems. 
By representing the interaction between users and projects as graph structure, graph modeling can not 
only naturally capture the relationship between users and projects, but also extract and learn features 
through deep learning techniques such as graph neural network. On the other hand, contrast learning, as 
a new self-supervised learning method, minimizes the similarity between negative samples by 
constructing positive and negative sample pairs and maximizing the similarity between positive samples, 
has demonstrated the outstanding characteristic expression learning ability. In this paper, a method of 

combining graph modeling and contrast learning is proposed to improve the performance of 
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recommender system [1]. The basic principles of graph modeling and contrast learning and its 
application in recommender system are introduced in detail, the advantages of the proposed method over 
the traditional recommendation algorithm are demonstrated, and the mechanism of the performance 
improvement and future research directions are discussed. 

2.  Application of graph modeling in recommendation system 

2.1.  Construction of the diagram structure 
When constructing the graph structure of the recommender system, the first node types that are 

determined include user nodes and item nodes, where user nodes represent the users of the system and 
item nodes represent all kinds of items that can be recommended, such as films, books or merchandise. 
Edges are defined based on user interaction with the project, which may include scoring, purchasing, 
browsing, or clicking. As the graph is built, each edge not only connects the user to the item, but also 
carries weight information that reflects the strength or preference of the user's behavior. For example, a 
user's high ratings for a movie can be translated into an edge with a higher weight [2]. Furthermore, to 
enhance the information richness in the graph structure, more types of nodes and edges can be introduced, 

such as tag nodes to represent the classification or attribute information of an item, the edge between 
the user node and the label node can indicate the user's preference for a certain type of label. In this way, 
a graph structure is built that not only reflects the direct relationship between the user and the project, 
but also captures the complex relationship between user preferences and project attributes, it provides a 
more comprehensive basis for subsequent feature extraction and analysis [3].  

2.2.  Feature extraction method 

When extracting features from graph structure by graph neural network (GNN) , the core idea is to 
update the representation of nodes by the operation of node's neighborhood aggregation. Specifically, 
the new representation of a node is determined by both its own characteristics and those of its neighbors. 
This approach allows the model to capture local structural information in the diagram to better 
understand the relationship between the user and the project. 

Taking graph convolution network (GCN) as an example, the feature update of nodes can be 

expressed by the following mathematical formula: 

 𝐻(𝑙+1) = 𝜎(𝐷̂−
1

2𝐴̂𝐷̂−
1

2𝐻(𝑙)𝑊(𝑙))           (1) 

𝐴̂ is the adjacency matrix of a graph A plus the self-connected unit matrix 𝐼𝑁. 𝐷̂ is the diagonal 

matrix of the node degree matrix, 𝐻(𝑙)is the node representation of the L layer, 𝑊(𝑙) is the weight matrix 

for that layer, 𝜎 is a nonlinear activation function [4]. Through this multi-layer transformation, GNN 
can learn high-order neighborhood information and generate deep-level node embedding. 

2.3.  Optimization of recommendation algorithm 
When the recommendation algorithm is optimized on the basis of graph modeling, the similarity 
between user nodes and project nodes can be calculated by the node embedding learned from graph 

convolution network (GCN) . In particular, similarity calculations can use cosine similarity, dot product, 
or other similarity measures. For example, the user u and project i. The similarity between them can be 

obtained by calculating the dot product of their embedded vectors: 𝑠𝑖𝑚(𝑢, 𝑖) = ℎ𝑢
𝑇 ∙ ℎ𝑖. Among them, 

ℎ𝑢  𝑎𝑛𝑑 ℎ𝑖 represent the user u and project i respectively. Based on this similarity calculation method, 
the recommender system can recommend the items that are most similar to the embedded vectors for 
each user. 

In addition, to further improve the accuracy and personalization of recommendations, attention 

mechanism can be introduced into the model to dynamically adjust the weight of neighbor nodes in the 
feature aggregation process according to the historical behavior of users [5]. This not only improves the 
ability of the model to capture the user's personalized preferences, but also effectively deals with the 
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heterogeneity and complexity of the graph, thus achieving better results in diversifying and refining 
recommendations. 

3.  The application of contrast learning in recommendation system 

3.1.  Contrast the principles of learning 
As a self-supervised learning method, the core of contrast learning is to maximize the similarity between 
positive samples and minimize the similarity between negative samples by constructing positive sample 
pairs and negative sample pairs, to learn the characteristics of data representation. In the 

recommendation system scenario, such sample pairs can be built from the user's interaction history. For 
example, if user A has a positive rating or viewing behavior toward movie X, then user A and movie X 
can form a positive sample pair; conversely, if user a does not watch movie Y, then user A and movie 
Y can be treated as a negative sample pair [6]. In mathematics, Contrastive learning can be realized by 
many kinds of Loss functions, such as Contrastive Loss, Triplet Loss or InfoNCE Loss. In the case of 
InfoNCE losses, the loss function aims to maximize the difference between the log probability of the 
similarity of positive sample pairs and the sum of the log probability of the similarity of all negative 

sample pairs. By optimizing such loss functions, the model can learn high-quality feature representations 
that reflect user preferences and project characteristics. 

3.2.  Optimization of feature representation 
In a recommender system, the user's preferences and interests can be captured more precisely by 
comparing and learning the optimized feature representation. Traditional recommendation systems may 

directly utilize user-item interaction data or content-based features to make recommendations, but these 
approaches often ignore the complex motivations and diversity behind user behavior. Through 
comparative learning, the model can understand the relationship between users and projects at a fine-
grained level, for example, by learning the behavior patterns of users at different times and in different 
situations, the model can more accurately predict the potential interest of users [7]. In addition, contrast 
learning can be combined with graph neural network (GNN) to further optimize the feature 
representation. In graph modeling, nodes represent users or items, and edges represent interactions 

between users and items. GNN encodes diagrams to capture higher-order connection patterns between 
users and projects. Combined with contrast learning, the model can make use of the information in graph 
structure more effectively and improve the quality of feature representation by constructing and 
optimizing the learning process of positive and negative sample pairs. 

3.3.  Improvement of recommendation effect 

Combining graph modeling and contrast learning, the recommender system can achieve significant 
performance improvement at multiple levels. First, this approach makes recommendations more 
personalized and closer to the real needs of users by digging deeper into the complex user-project 
relationships. Secondly, the introduction of contrast learning improves the generalization ability of the 
model, which makes the model deal with the cold-start problem effectively, that is, the recommendation 
for new users or new projects [8]. Experiments show that, compared with traditional methods based on 
collaborative filtering, content recommendation or simple machine learning, the recommendation 
system combined with graph modeling and contrast learning can improve the accuracy, recall and F 1 

score significantly. In addition, this approach can improve the long-term satisfaction and retention of 
users, as it can more accurately predict and meet the potential needs of users. 

Through continuous optimization of model structure and learning strategy, the application of 
comparative learning in recommender system is promising to achieve more breakthroughs in 
personalized recommendation, user satisfaction and so on. 
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4.  Experimental Verification and Quantitative analysis 

4.1.  Experimental setup 

To comprehensively evaluate the effectiveness of combining graph modeling and contrast learning in 
recommender systems, we selected three publicly available recommender data sets for our experiments, 
namely Movielens 100K, Amazon Electronics, and Yelp. These data sets cover different areas and can 
verify the generality and effectiveness of the model more comprehensively. In the experiment, we 
randomly divided the data set into training set (80%) and test set (20%) , and used 50% cross validation 
to evaluate the model performance. For the Evaluation Index, we used three indexes: Precision, Recall 
and F1-Score [9]. The accuracy rate represents the percentage of items that the system recommends 

correctly, and the recall rate represents the percentage of items that the system recommends correctly 
that the user actually likes, the F 1 score is a balanced average of accuracy and recall for the overall 
recommendation performance. Figure 1 visualizes the performance of the combined graph modeling 
and contrast learning approach on the three selected recommender system datasets: Movielens 100K, 
Amazon Electronics, and Yelp. 

 

Figure 1. Performance Comparison of Graph Modeling and Contrast Learning Across Various 

Recommender System Datasets 

4.2.  Results analysis  
Experimental results show that the proposed method is superior to the traditional recommendation 
algorithms based on collaborative filtering and matrix decomposition in all evaluation indexes. 
Specifically, on the Movielens 100K data set, the method improved accuracy by 12% , recall by 15% , 
and F 1 score by 13.5% ; on the Amazon Electronics Data Set, accuracy, recall, and F-1 scores improved 
by 18,20, and 19 percent, respectively, and by 10,12, and 11 percent, respectively, on the Yelp dataset. 
This result fully confirms the effectiveness of combining graph modeling and contrast learning in 
improving the performance of recommender system, as shown in Table 1.  

Table 1. Improvements in Accuracy, Recall, and F1-Score for Different Datasets 

Dataset Accuracy Improvement (%) Recall Improvement (%) F1-Score Improvement (%) 

Movielens 100K 12 15 13.5 

Amazon Electronics 18 20 19.0 

Yelp 10 12 11.0 
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4.3.  Mathematical model and theoretical analysis 
As we delve into the mechanisms of model performance improvement, we focus on how graph modeling 

and contrast learning work together for recommender systems. By building user-project interaction 
graph, we can use graph neural network (GNN) model to capture the complex relationship between users 
and projects. Specifically, we use graph convolution network (GCN) to learn the embedded 
representation of users and items. GCN propagates and aggregates the feature information of neighbor 
nodes through layers, can effectively capture the local and global structure of the node information. In 
the part of contrast learning, we design a two-tower structure to deal with the embedding vector of user 
and item respectively. By maximizing the user's embedding similarity to their positive feedback items 

and minimizing the similarity to the negative sample, the model can learn more distinct and 
differentiated feature representations. Mathematically, we use a temperature-adjusted softmax function 
to optimize contrastive loss, further refining the sensitivity of the model to different user behaviors [10]. 
By combining graph modeling and contrast learning, the model not only improves the distinguishing 
degree of features, but also optimizes the calculation method of similarity between users and items. 
From the point of view of mathematical model, this method guides the model to form more reasonable 
user and project embedding layout in high-dimensional feature space by optimizing the loss function, 

this improves the accuracy and personalization of recommendations. In addition, the structural design 
of the model provides a flexible framework and rich theoretical basis for further research and 
optimization in the future. 

5.  Case studies 

5.1.  Application practice 

In the application of e-commerce recommendation system, graph neural network (GNN) model is used 
to capture the complex interaction patterns between users and goods. In particular, a graph convolution 
network based on attention mechanism is adopted, which can automatically learn the importance of user 
and commodity nodes and extract more representative features. In the model training stage, the contrast 
learning strategy is introduced, and the model's ability of capturing user's preference is improved by 

constructing positive and negative sample pairs. Experimental results show that the proposed method 
outperforms the traditional collaborative filtering and content-based recommendation methods in both 
recommendation accuracy and recall. In the video recommendation system, considering the dynamic 
and diversity of video content, the dynamic graph neural network (D-GNN) and the time series analysis 
technology are used to model the watching behavior and video trend of users. In addition, the application 
of contrast learning in this case can effectively improve the personalized level of recommendation by 
distinguishing the behavior patterns of users in different time periods. By comparing the features of 
learning optimization, the system can more accurately predict the future viewing preferences of users. 

In the practice of news recommender system, it focuses on the timeliness of news content and the 
dynamic changes of user interest. By constructing user-news interaction graph and combining with time-
decay model, this study effectively captures the changing trend of user interest with time. In the 
application of comparative learning, through the design of time series comparative learning task, the 
model can enhance the understanding of the evolution of user interest, and improve the accuracy and 
timeliness of news recommendation. 

5.2.  Challenges and opportunities 

In the practice of these recommender systems, we face several major challenges. First, the problem of 
data sparsity was prominent in all three cases, especially when new users or new products were added. 
To solve this problem, we adopt graph-based semi-supervised learning method to enhance the 
generalization ability of the model by introducing auxiliary information, such as user's social network 
information and description information of goods. Secondly, the problem of cold-start is particularly 

obvious in video recommender system. To solve this problem, this study adopts pre-training model and 
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transfer learning technology to shorten the adaptation time of the model to new users or new videos. 
Finally, model interpretability is a challenge in all cases. In order to improve the interpretability of the 
model, this paper introduces the attention mechanism and path analysis technology to help understand 
the decision-making process of the model through visualization technology. To sum up, although there 

are many challenges in practical application, the proposed method of combining graph modeling and 
comparative learning shows great potential and excellent performance through technological innovation 
and method optimization. Future research could further explore the application of these methods in a 
wider range of scenarios and address the limitations of existing methods. 

6.  Conclusion 

In this paper, a method of recommender system combining graph modeling and contrast learning is 
proposed. By introducing graph neural network and contrast learning into recommender system, the key 
performance indexes such as accuracy, recall and F 1 score are effectively improved. By constructing 
user item interaction graph and using graph convolution network (GCN) for feature extraction, 
combined with comparative learning optimization feature representation, this method can mine user 
preference and item feature more deeply, more accurate and personalized recommendations are 
implemented. The experimental results show the superiority of the proposed method over the traditional 

recommendation algorithm, and show the potential of graph modeling and contrast learning in the 
recommendation system. Future research can further explore the combination of graph modeling and 
contrast learning, optimize model structure and learning strategies, and explore applications in more 
recommended scenarios, in order to solve the cold start problem, data sparsity problem and model 
interpretability problem in the recommender system. In addition, with the development of artificial 
intelligence technology, how to protect the privacy of users and the fairness of recommendations will 
be the focus of future research. 
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