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Abstract. Electronic medical records (EMRs) are one of the ways to help doctors effectively manage and analyze patient medical records. These EMRs can not only help doctors save a lot of time in analyzing medical records, but also reduce the hospital's demand for doctors and reduce the hospital's expenditure cost. Therefore, we propose a novel information extraction model integrating multi-granularity global information to efficiently extract information about a patient's physical condition in a doctor-patient dialogue. Experimental results show that our model achieves better results compared to the baseline model, indicating the effectiveness of the model.
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1. Introduction
EMRs (Electric medical records) are commonly used in modern medical system as a replacement of traditional way that is used to record the patients’ information. Doctors are getting used to EMRs as they help them to easily navigate through the medical history, the treatments and the medicine that patients used before. But it is a heavy work for doctors to fill in the EMRs when it comes to a large amount of patients. According to statistics [1], it takes roughly 2 hours to finish the EMRs writing work for each doctor-patient interrogation, which turns out to be a heavy burden for the medical experts, and our goal in this paper is proposing a novel method to automate the process mentioned above.

Automatic generation of EMRs has two technical directions. One is end to end method [2,3,4] which is to generate EMRs given the dialogue between doctors and patients. But this method is data-greedy and the error and loss is uncontrollable during the generation of models. The other direction [5,6,7] is based on a pipeline framework which is to extract useful information from conversation between doctors and patients and transfer it into EMRs according to natural language generation techniques.

In this paper, we primarily focus on the second method. There are several representative works in recent years for doctor-patient information extraction. [8] defined medical information extraction task. This article open-sourced a dataset that includes 186 symptoms and their related states, along with a baseline model for the extraction of related information. [9] modified the above model, they proposed a sequence labeling method on medical data to perform named entity recognition. This model brought in global attention block and a statistic graph to improve the model’s performance. [5] introduced a new coarse-grained dataset that contains 4 major groups which are symptom, surgery, test and others and each group also includes its corresponding states. The author proposed a MIE model structure to extract
useful medical information. MIE model used attention mechanism [10,11] and considered the information between multiple rounds of dialogue which increases the accuracy of dialogue state extraction.

However, MIE model separates the whole dialogue into different windows with fixed size and the prediction only considered the contextual information within current window. This makes the model unable to utilize global conversation information, which is vital for the model to predict the state from the whole dialogue. Therefore, in this paper, we present a new model based on MIE model. Our model also uses a sliding window dialogue label prediction method. But different with MIE, the global information is incorporated into our model from different aspects, including fine-grained co-occurring word information and coarse-grained lower window information. As a result of involving several extra information, we designed a different attention mechanism to calculate the weight of information to filter out noise information. This makes our model reached out 59.85% on precision, 63.60% on recall and 61.67% on f1 score in the full-labels mode. Compared to the best performance of MIE model, our model increased 2.30% on recall and 0.58% on f1 score. This verifies the effectiveness of our model in the full labels mode.

In section 2, we elaborate on the representative works in the field of dialogue information extraction. In section 3, we introduce our model structure. In section 4, we first explain the dataset we use, as well as the settings and parameter details during the experiment. After that, we perform detailed analysis on our results. In section 5, we perform some auxiliary experiments to analyze the performance and characteristics of the model from different perspectives. We summarize and conclude the whole article in section 6.

2. Related work

Medical information extraction is a long-term task for NLP community. The earliest dataset that has huge influence on this task is the dataset provided in 2010 i2b2 challenge [12]. But the direction of extracting medical information from dialogues has only emerged in recent years. In 2018, Finley [7] introduced a five-step approach including knowledge extraction, which uses dictionary, regular expression and other supervised machine learning techniques.

The most similar work of ours is Zhang’s MIE model [5] which extracts the medical information from doctor-patient dialogues that are annotated in a window-sliding style. MIE model extracts medical information from dialogues in a single window instead of whole dialogues and uses deep matching architecture, taking dialogue turn-interaction into account. Our model differs from MIE in one aspect: we extract the medical information not only from the current window but also from the whole dialogues.

3. Model design

In this part, we will elaborate on our proposed model. Specifically, our model has 4 blocks, (1) encoder block converts raw input into corresponding contextual representation, (2) fine-grained global information aggregation block fuses all cooccurring word information for the current word in the full text, (3) coarse-grained global information aggregation block fuses the most informative window information into the current window, (4) MIE predictor uses a binary classifier to make a prediction on the current label.

3.1. Encoder

For a given window \( X = \{x_1, x_2, ..., x_T\} \) and label L, we first use GloVe word embeddings to pretrain the model and convert certain window and the current label into semantic vector representation.

\[
X_E = \{e_1, e_2, ..., e_T\} = \text{GloVe}\{x_1, x_2, ..., x_T\}
\]

\[
L_E = \text{GloVe}\{L\}
\]

(1)

where \( T \) represents the total number of words in window, in other words, length of sentence. After that, we use a BiLSTM [13] network to encode every token in \( X_E \) and \( L_E \). Thus, we get the contextual representation of windows and labels.

\[
h_t = \text{BiLSTM}(e_t)
\]

\[
g_t = \text{BiLSTM}(l_t)
\]

(2)
where $h_i$ represents the $i$th word’s contextual representation in the window and $g_i$ represents the $i$th word’s representation in the labels.

### 3.2. Fine-grained global information aggregation

As every label’s state is directly related to all the co-occurrence words in the whole dialogue, it is necessary for us to utilize all directly related word information in the global dialogue, which is co-occurrence word information, to give some global word-level extra features for each word in the current window.

We bring in MemoryNet to achieve it [14,15]. Specifically, for every word $h_i$ in the current window, we define a Memory set $M = \{(k_1,v_1),(k_2,v_2),...,(k_p,v_p)\}$ to store its corresponding co-occurrence word information where $k_i$ represents the $i$th co-occurrence word’s word vector matrix and $v_i$ represents the hidden layer result $h_i$ of $i$th co-occurrence word’s LSTM.

For every token $h_i$ in the current window, to aggregate Fine-grained Global information, we use $h_i$ as the query of attention to calculate every pair’s attention matrix in the Memory Set as follows:

$$a_{ij} = \sigma(h_i \cdot k_j)$$  \hspace{1cm} (3)

After that, we apply softmax [16] on it and get the weight $w_{ij}$:

$$w_{ij} = \frac{\exp(a_{ij})}{\sum_{k=1}^p a_{ik}}$$  \hspace{1cm} (4)

Accordingly, we calculate Fine-grained Global information as follows:

$$g^\text{fine}_i = \sum_{j=1}^p a_{ij} \cdot w_{ij}$$  \hspace{1cm} (5)

Then we will fuse the initial token hidden representation $h_i$ and Fine-grained Global information $g^\text{fine}_i$:

$$G_i = \lambda \cdot h_i + (1 - \lambda) \cdot g^\text{fine}_i$$  \hspace{1cm} (6)

where $\lambda$ is a super parameter used to balance hidden state $h_i$ and global information $g^\text{fine}_i$.

### 3.3. Coarse-grained global information aggregation

Because state is not only determined by the current dialog window, but also often affected by the information of the window below, intuitively, we introduce the lower window information to improve the accuracy of information prediction in the current window. We used a dynamic Attention mechanism to achieve it. The reason why it is called dynamic is because number of windows below will change with the current window. Specifically, suppose the current window is represented as $g_i$ and the lower window is represented as $\{g_{i+1},...g_t\}$ where $t$ is the number of windows. We first calculate the attention weight of each lower window to the current window as follows

$$p_{ij} = \frac{\exp(g_{ij})}{\sum_{k=i+1}^t g_{ik}}$$  \hspace{1cm} (7)

where $p_{ij}$ refers to the attention weight score of the $j$-th window to the current window $g_i$. After that, we select the lower window with the highest attention weight as our global window information and splice it into the representation of the current window, thus forming a new current window that incorporates the global window information as $\tilde{g}_i$:

$$\tilde{g}_i = \max \{p_{ij} \}$$

$$\tilde{g}_i = [g_i; g_{\text{global}}]$$  \hspace{1cm} (8)

where $;$ represents concatenation.

### 3.4. Classifier

We use the output $\tilde{g}_i$ in the previous section as the input feature of the classifier for binary classification. Specifically, given a label $I$, we use a sigmoid classifier to classify it:

$$y^{\text{pred}} = \text{sigmoid}(\tilde{g})$$  \hspace{1cm} (9)
If $y_{\text{pred}}$ is larger than 0.5, it indicates that the label $I$ is expressed in the current dialog window. If $y_{\text{pred}}$ is smaller than or equal to 0.5, it indicates that the label $I$ is not expressed in the current dialog window.

4. Experiment

4.1. Dataset
The dataset we used is same with MIE. This dataset is doctor-patient dialogues collected from a Chinese medical consultation website, Chunyu-Doctor and all the dialogues are selected from cardiology topic consultations as a result of more inquiries than other topics. This dataset uses a window-to-information annotation method which defines four main categories and frequent items for each category. As finishing reading the whole dialogues at once can’t give correct labels for all the information mentioned in the dialogues, dividing them into pieces which consist of several turns of dialogue is helpful for the labeling. The sliding window size is set to 5 which is a proper size to include appropriate amount of information.

4.2. Model details
For the fairness of the experiment, our experimental setup is basically consistent with MIE. We use Adam [17] to optimize our model during training process as other work did [18,19]. We use dropout [20] and L2 weight regularization [21] to alleviate the overfitting problem. The specific parameters can be found in Table 1.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Quantity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Word embedding dimension</td>
<td>300</td>
</tr>
<tr>
<td>LSTM hidden size</td>
<td>400</td>
</tr>
<tr>
<td>Drop out</td>
<td>0.2</td>
</tr>
<tr>
<td>MemoryNet maximum size</td>
<td>10</td>
</tr>
</tbody>
</table>

Table 1. Model parameters.

4.3. Results
As shown in Table 2, medical label only represents we only test the results in the scope of medical labels, without considering their states. Full-labels denotes we both take medical label and their states into account. For example, if a ground truth is “heart failure: positive”, while the predicted label is “heart failure: negative”. It will be counted as correct in medical label only, as incorrect in the full-labels.

Among all the results, Plain-classifier undoubtedly achieved the lowest model effect. This proved the fact that simple LSTM network has poor fitting ability for the extraction of medical dialogue information. But in MIE model, MIE-single representation model only considers the semantic information between a dialogue sentence, in which case it is hard to capture the state information that rely on multiple sentences and therefore we only get 83.46% and 61.09% F1 score, respectively. But for our model, we achieved the result of 86.24% and 61.67% F1 score which is an improvement of 2.78% and 0.58% compared to the baseline. This also verifies that in MIE dataset, a large part of the label information depends on the information of the lower window, and our model can introduce the information of these lower windows into the current window multiple dimensions. This is the key to the performance improvement of our model.

<table>
<thead>
<tr>
<th></th>
<th>Medical labels only</th>
<th>Full-labels (with state)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision</td>
<td>Recall</td>
</tr>
<tr>
<td>Plain-classifier</td>
<td>81.75</td>
<td>73.76</td>
</tr>
<tr>
<td>MIE-single</td>
<td>87.02</td>
<td>80.02</td>
</tr>
<tr>
<td>MIE-multi</td>
<td>85.32</td>
<td>80.48</td>
</tr>
</tbody>
</table>
5. Discussion

5.1. Ablation study
Because our model includes several key modules, including coarse-grained global information aggregation, Fine-grained global information aggregation, to verify the importance of each module, we test its performance separately. Raw model represents that we only use a simple LSTM-based encoder to perform our task. According to Table 3, it can be seen that by adding coarse-grained global information and Fine-grained global information, our model improves the F1 score of 9.62% and 15.39% F1 on medical labels only, and 5.36%, 6.91% on full labels, which proves that our proposed module can improve the model performance for MIE tasks. Take an example for illustration, under the medical labels only settings, coarse-grained global information improves the recall of 5.4%, the precision of 13.17%, and the f1 of 9.62%. This is because it introduces the most valuable window information in the lower window into the judgment of the current window, which is equivalent to providing global sentence-level semantic information for the classification of the current medical entity, and this semantic information is very important for state judgment. At the same time, Fine-grained global information improves the recall of 12.57%, the precision of 18.30%, and the f1 of 15.39%. This is because the co-occurrence words in the full dialogue have a certain auxiliary role in the extraction of the current word and the negative and positive judgement. When the positiveness changes in the windows below, the co-occurring words of this window are able to capture this change in semantic information through the context, so as to reflect this semantic change in the current window to correctly judge the state.

Table 3. Ablation study results.

<table>
<thead>
<tr>
<th></th>
<th>Medical labels only</th>
<th>Full-labels (with state)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision</td>
<td>Recall</td>
</tr>
<tr>
<td>Raw model</td>
<td>57.01</td>
<td>66.13</td>
</tr>
<tr>
<td>Add coarse-grained info</td>
<td>70.18</td>
<td>71.53</td>
</tr>
<tr>
<td>Add fine-grained info</td>
<td>88.48</td>
<td>84.10</td>
</tr>
</tbody>
</table>

5.2. Case study

![Figure 1](image.png)

Figure 1. Case study: attention heatmap between current window and the global window.
Figure 1 indicates the cross-window attention heatmap between the current window and the global window gained from the coarse-grained global information aggregation module. This attention heatmap can describe the importance of a word by the depth of colour, that is, given the words in the window below, the importance scores of these words for each word in the current window. In this figure, our vertical axis represents the dialog information of the current window, and the horizontal axis represents the dialog information of the lower window. We can see that for the medical entity information "heart failure" in the original text, words such as "myocardial", "infarction", and "occur" in the corresponding words in the lower window have higher weights. From the medical meaning of these words, "myocardial", "infarction" and "heart failure" are all positively related and from purely semantic point of view, "occur" also verifies its positive characteristics. These words with higher weights will also occupy more feature space and dimensions in subsequent classifiers, thus assisting the final decision.

6. Conclusion
In this work, we propose a novel information extraction model for the MIE task. Our model can be divided into four parts, the encoder is used to encode the original input, the fine-grained information aggregation introduces the co-occurrence word information, and the coarse-grained information aggregation introduces the lower window information, which all have positive effect towards the judgement of final classifier. The experimental results also verify the performance of our model. Specifically, compared to the baseline models, our model improves the precision to 88.48%, recall to 84.10% and F1 score to 86.24%. At the same time, we conducted ablation study and case study on our model, which shows the reason why the model is effective from another perspective. But our model also has some problems, such as poor performance in the judgment of rare categories, which will be improved in future work.
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