Bone fractured X-ray data generation based on DCGAN
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Abstract. As the global population of elderly individuals is expected to double by 2050, the incidence of bone fractures is likely to increase, posing a significant public health concern. To address this issue, researchers have increasingly turned to Artificial Intelligence (AI) technology to facilitate medical treatments. However, obtaining sufficient patient illness images to train AI models remains a challenge. This study uses Deep Convolutional Generative Adversarial Network (DCGAN) to generate X-ray pictures to help solve this problem. This study built DCGAN by doing some changes basing on original DCGAN. This study built the Generator and Discriminator by using five layers fractionally-strided convolutions and five layers Convolutional Neural Network (CNN). Both of the fractionally-strided convolutions and CNN are built with $4 \times 4$ size of kernels, 1 length of stride and the padding is 1. However, the padding in the last layer of Discriminator and the first layer of Generator is 0. When built the Discriminator, this study used SiLU as the activation function instead of LeakReLU. Being trained by using the bone fractures X-ray data set from Kaggle, the model obtains a satisfactory result. The final loss of the Generator is 1.9012 and the final loss of the Discriminator is 0.8281. Although the generated images were somewhat indistinguishable from the original data, they bore a striking resemblance to the actual X-ray images.
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1. Introduction
Bone fracture is a partial or complete break in a bone which has a real damage to the people’s health. For example, researches show that changes which are the result of isolated long bone fracture might lead to secondary cardiac injury [1]. As the proportion of the aged will be double by 2050 and the appearance of bone fractures was thought to rise in the future, bone fracture healing is becoming a new problem in public health area [2]. That is why many researchers want to find an effective way to improve the cure of bone fracture. Some researchers begin to integrate Artificial Intelligence (AI) technology into bone fracture treatment. That is mainly because AI has a lot of advantages in helping doctor cure their patients. AI can not only change dynamics such as health care providers but also has possibility to improve the outcome of patient safety [3]. Also, AI has the ability to assist clinicians making better decisions and has contributed to the development of drug [3]. AI can work whole day which means that they can give patients treat help when doctors do not work.

There already have a lot of successful case about how AI help doctor complete their cure their patient. For example, AI based on deep learning is quickly closing the gap between AI and real human [4]. Actually in the area of breast cancer screening, the ability of AI is not weaker than real human
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Some scholars built a predict system by data mining tools and techniques. There is no surprise that many scholars want to use the machine learning to assist the cure of bone fracture healing to help solve the future public health problem making by the increasing patients who have bone fracture. For example, they built up a lot of models to help doctors to classify the category of the bone fracture. However, when scholars want to train their models, they need lots of bone fracture patient X-ray picture as their training data and it is really hard to collect the data because the total case report is limited, and it is difficult to share the data between different countries. It really impedes the development of bone fracture cure assisted by machine learning.

To solve the limitation, getting abundant data to build the model, this study built a generate model which can generate the bone fracture by Deep Convolutional Generative Adversarial Network (DCGAN). The bone fracture X-ray pictures data set from the website Kaggle were collected. Five layers network was built in the generator and discriminator. This study trained the model in 900 epochs. In each epoch, this study used generator to generate some fake picture by noise at first. Then it used discriminator to discriminate the real data and fake data to get the real loss and fake loss. This study added the real loss and the fake loss as discriminator loss and updated discriminator using the discriminator loss. Next, it used generator to generate some fake picture by random. After that this study used the discriminator to discriminate it and got the generator loss which used to updated generator. The goal of discriminator is to increase the loss between the generating picture and real picture so with the increasing ability of the generator generating picture the discriminator will have a better ability to discriminate whether the picture is real or not. Also, the increasing ability of the discriminator will urge the generator to generate more real like picture. By the end of the training, the BCE loss of the discriminator is 0.8281 and the BCE loss of the generator is 1.9012.

2. Method

2.1. Dataset description and preprocessing

The data set of this study comes from Kaggle, bone fracture detection using x-rays. The original data is built for image classifier which can detect fractures in x-ray image. It comprises of fractured and non-fractured x-ray images of different joints in the upper extremities. In this article, however, it just uses the fractured x-ray image of the original data because the goal of the study is to create a generator which can generate fractured image. It is useless for this study using the non-fractured bone x-ray image. The number of the data which is really used in this study is 4480. The size of the single image in the data set the study used is not uniform but most of them is 224 × 224 and the style of the picture is RGB. Figure 1 provide some sample images on the collected dataset.

![Figure 1. The sample images on the collected dataset.](image)

This study also carried out some preprocessing for the original data. It uses the Resize and CenterCrop in the transform to resize the image to 64 × 64 for reducing the computational cost. Then the data was normalized by using Normalize of transform.
2.2. **GAN model**

Generative Adversarial Networks (GAN) was created by Ian Goodfellow et al in 2014 [7]. The min-max, zero-sum theory is the base of GANs [8]. Thus, the two main networks of GANs are Generator and Discriminator. The goal of Generator is to learn how to generate fake data which can deceive Discriminator while the goal of Discriminator is to learn how to distinguish the fake data and the real data [8].

![Figure 2. The architecture of the GAN.](image)

Figure 2 shows the GAN. At first, generating some random variable and put them into the Generator to generate fake data. Then it put the fake data into the Discriminator which will distinguish the fake data and the real data and feedback the loss of Generator. By the end, the generator will use the loss to update itself. The Discriminator is a binary classifier which can discriminate the real data and the fake data. It can calculate the loss of the generator and feed it back.

Deep Convolutional Generative Adversarial Network (DCGAN) is an improvement model based on GAN. DCGAN is built by Raford et al by introducing deep convolutional into both Generator and Discriminator in the GAN [8]. This is mainly because Convolutional Neural Networks (CNN) has a better performance in image area than Multiple Layer Perceptron (MLP) which is used in original GAN architecture [8]. In addition, the superiority of the CNN model has been also proved in many other computer vision tasks [9, 10].

In this study, it built the Generator and Discriminator by using five layers CNN. In the building of Generator, this study used method ConvTranspose2d() in the torch.nn to build fractionally-strided convolutions layer. After that, this study used BatchNorm2d() in the torch.nn to normalize the data and use ReLU() as the activation function. In the last layer, however, this study used Tanh() as the activation function. In the building of Discriminator, this study used Conv2d() in the torch.nn to build convolutions layer. Also, it used BatchNorm2d() to normalize the data but used SiLU() as the activation function of Discriminator instead of ReLU(). In the last layer of Discriminator, however, this study used Sigmoid() as the activation function.

2.3. **Implementation details**

This study mainly used Pytorch to build the module. The code was running on the website Kaggle using the GPU P100. The loss function used in this study is Binary CrossEntropy Loss. The learning rate of the module is 0.002 and the batch size is 32. This study used the Adaptive Moment Estimation as the optimizer by using optim.Adam(). The beta of the optim.Adam() are 0.5 and 0.999. The total training epochs of this study is 900.
3. Result and discussion

This study used DCGAN model to generate bone fractured X-ray pictures. Figure 3 shows the losses of both the Generator and the Discriminator during the whole training process.

![Training Losses](image)

**Figure 3.** The training losses of Discriminator and Generator.

The orange line is the curve of training losses related to the Generator. At the beginning of the training, the loss of the Generator was 3.1071 and it vibrated between 1.2 and 2.9. After training 100 epochs, it vibrated between 1.5 and 2.2. During the training progress the range of the Generator losses became narrow. By the end of the training, the loss of the Generator is 1.9012. The green line is the curve of training losses related to the Discriminator. In the first epoch, the loss of discriminator was 1.6084. Generally speaking, the losses of the Discriminator was decreased before 210 epochs. After that, the losses of the Discriminator always vibrated near 0.84. By the end of the training, the loss of the Generator is 0.8281.

![Generated Pictures](image)

**Figure 4.** The final generated pictures.
Figure 4 shows the generated pictures at the 900 epoch and Figure 5 show the original data. The resolution of the picture was really low firstly, and the Generator had a tend to generate simple pictures. Training the model by using classified data sets may improve the generating ability of the model because different kinds of fractured bone part picture are totally different between each other. This will make the training of model harder. Additionally, partitioning the fractured bone types may help to address the issue encountered in the current study, where the model generated some types of bone fractures more frequently than others. On the other hand, this study only tried DCGAN model to achieve the goal of generating fractured bone X-ray data. Trying other GANs models may make contribution in improving the generating ability of the model. Also, the study only uses a small data set and some data in the data set were making by rotating the same picture in the data set. Using a large data set with higher quality data can also enhance the performance of the study.

4. Conclusion
To help other scholars using AI to solve the public health problem, bone fracture, this study solves the usual problem scholars meet—the lack of a large number of bone fractured X-ray picture which can gain expediently. This study built a DCGAN model to generate bone fractured X-ray pictures. This study trained the model in 900 epochs in total and at the end of the 900 epochs the loss of the Discriminator is 0.8281 and the loss of the Generator is 1.9012. The limitation of this study is that the study just used one kind of the generating model and only trained it in 900 epochs, which means it does not come out its best preference and it can be improved largely. In the future, other GANs were considering to build the generating model like BEGAN, SRGAN and so on to make my study better. Also, further study will try other optimizer and loss function to make the result of my model better. On the other hand, the build model will be utilized to generate other data in medical science area to help other scholars to solve the problem of the lack of case picture when they want to train their AI model which help doctors cure their patents.
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